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PROPERTIES OF EVEN-LENGTH BARKER CODES
AND SPECIFIC POLYPHASE CODES WITH

BARKER TYPE AUTOCORRELATION FUNCTION

INTRODUCTION

A Barker code is a sequence of N numbers x; (where x; = 1), which has the following auto-
correlation function:

NeK N forK=0
R(K) = z X Xipg = - (1a)
=i lOoriIforK=i, 2, ..., (N—-1)

i.e., the "time sidelobes” in the autocorrelation function do not exceed the level of 1.

In radar applications, the sequence modulates the phase of the signal (some constant carrier fre-
quency) from code element to code element. For a stationary target the above property (1a) holds, but
now, since the time variable is continuous, we get small triangles in the autocorrelation function whose
peaks are 0 or =1, and a big triangle whose peak is N (the match point). - For a moving target we actu-
ally have the crosscorrelation function of the transmitted code and the target return, resulting in higher
sideiobes. Only the autocorrelation function will be considered here.

The known code lengths having the property of Eq. (1a) are 2, 3, 4, 5, 7, 11, 13 [1].

It has been shown that ne Barker code of odd le

en sSno no length e __s for N > 13. Also, if an even-length

12 Fg Y10 1 LERR =R H 1y 155 3

gt
Barker code exists, it must be a perfect square (2], i.e., N = . Since Nis even, /is also even.

The purpose here is to investigate the possibility of even-length Barker codes greater than the
known of length 2 (+ + and — +) and 4 (+ + — + and + + + —). Possible candidates for this are, for
example, lengths of 16, 36, 64, 100, etc., but is was verified [2] that up to N = 6084 (/ = 78) no
Barker code exists.

If x; is not restricted to 41, —1, but can be any complex number whose magnitude is unity
|x;| = 1, then the autocorrelation function is required to fulfill:
N forK =
N-K
R(K) = 21 XX itk = 10 or < unity magnitude (ib)
Ju=
for K=1, 2, , N—-1

In general, R(KX) is a complex number. The complex conjugate is denoted by *.

DEFINITION (for convenience}: A code with property (Ib) is a polphode. It is actually a
polyphase code with Barker type autocorrelation function (excluding the real Barker codes). Specific
types of polphodes are the generalized Barker codes [3] which are derived from a "father” real Barker
code. These will be discussed later.

Manuscript submitted February 9, 1982
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The following analysis will investigate the properties of even-length Barker codes and polphodes

(where N = 2, Nand /are even), if they exist. The analysis of Barker codes {for which Turyn [2] can-

-siders evidence overwhelming that they do not exist) will lead to the analysis of the general case of pol-
phodes.

GENERAL ANALYSIS: _SPECTR{fM

The general description of a phase-coded signal is shown in Fig. 1. We are interested in a con-
© stant amplitude code; thus, without loss of generality, we assume its amplitude is I, and its carrier fre-
quency is constant fo.

St}
)
$1 42 43 4 K Y]
1 xi=1-elti=1 /i
th CODE ELEMENT
] e _;_ COMPLEX ENVELOPE
e T
0 T

Fig. 1 — General description of a phase-coded signat

The signal duration T is divided into N code elements, each of /N duration, and each cede ele-
ment has phase ¢; {for Barker codes ¢; can take only 0, values corresponding to real x; which equal
+1, —1 in the sequence)}, where i =1, 2, ..., N. For polphodes, ¢; can take any value resulting in a
complex sequence x;. We will specify the restrictions on ¢, whenever they apply.

Taking out the carrier frequency, the complex envelope of each code element is I/¢, = ¢ The
analysis from now on will be carried out with the complex envelope.

The spectrum of the signal is

N .
S =% 8, 2}
: =1
where S,{f)} is the spectrum of the #* code element:
o Li
SN = _swermrg= " sermrg 3}
e At

I 2L
st =" siwermra+ [N ;e +
N

T
+ - Sylr)emPm /iy, 4}
T

and after a change of variables in the integrals {in order to have the same limits in aach one}
NI 73 | —ilwf £ ,3-}!: i
- —_ SRy —j2w N S92 — iIm i
SO _I; ¢ g df + e fg e tem S imIldy
—j2ny 2L NI "
+ e N fﬁ PSP LYy SR ‘ 33

2




NRL REPORT 8586

S(f) — _ .21 fle-f'?sl ['1 — o fTIN| ej¢2[1 _ e—ﬂw.fT/N]e—fZ?rﬂ/N
J2mr
+ e_f‘.ﬁ_’,{l _ e:J2—IJ‘Tf'J';\",} e*j%-:fETf'N + . .}’ (6)
1 — e~ J2fTIN o Flgpg—2m fTIN)
SV =57 {e

+ ei(¢3—21rf2T/N) + } N
5= enemn |1 ) swgmgma froeve ) ®

2 N| 2mf-T/2N (lerms

define

nf - {ﬁ =y 9

and ¢ is a scaled frequency variable. Then,

SN =|— v S0y IeM’1 + ¢t
v
+ ST L 4 ej['*“”"(””m‘“}. (10)

P S, . LY

This is the basic specirum expression that we will utilize through the analysis. The sin y/y term
in Eq. (10) is due the basic code element length T/N, and the terms in the right bracket are due to the
phase coding inside the code.

=

If the signal bandwidth is B, and we sample it at the Nyquist rate, then 7/N = 1/8 (this is
because in general we use [ and Q@ processing, which requires sampling at once, and not twice, the
reciprocal of the bandwidth). In this case ¢ = w /B and (—1/2) T/N = —1/2B. But we will proceed
with the general analysis.

IS = S 57, an

and it is the Fourier transform of the autocorrelation function. Note that |S(f)|? is always a real func-
tion of £, and R(7) is an even function of 7 for real codes, while R (r) = R*(—7) for complex codes.

To see this relation in the discrete phase code, let us examine in detail Barker codes of lengths 7
and 4.

BARKER CODE 7

This code is known to be:

+ + + - - 4+ -
¢; 0 0 0 » = 0 =

(U8}
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Notice here that changing the signs of aff the code elements does not change the property of the
autocorrelation function. This means that one can choose arbitrarity the sign of the first code element.

This is true for any Barker code, and polphode, and we will choose the first code element to be Xp= o+l

{or equivalently ¢; = 0°) from now on, unless otherwise stated.

The autocorrelation function is shown in Fig. 2 (where 7 = Kl,‘ K=01, ..., N- 1.

R’it)

CORRELATION PEAK AS RESULT
OF 7 TERM IN THE POWER SPECTRUM

m TIME SIDE LOBES
AS RESULT OF

s 7 "
/ / / % [
t‘(t . "{ s *‘I ': = -~ T
WTSVT?,\Z/JI—-LT- T\ 2 VS\/ x(.ﬁ) T=K37

MATCH POINT
{PEAK OF CORRELATION)

Fig. 2 — Autocorreiation function of Barker code 7

 According to Eq. (10), substituting the known ¢, for this code we get:

S(A) = [ 2;} L E%& [1 B TR L L e R e«}!!&il {12a)

and

S§*{f) = I— ] e/ M [1 + e/ 4 ¥ IS _ oI g/ em"’l. {12b)
% T}

Carrying out the multiplication of Eqs. (12a) and (12b}, we get:

.2
SN2 =S 57 = —:ﬂ-; : {%@-] : [? — g M B Il o1l ef“"*l

4N2 [——'""—l — 2 cos 4 — 2 cos 8 — 2 cos 12!I:] (13

We see in Eq. (13) the Fourier transform relation between [S(/)|? and the autocorretation func-
tion; the 7 term in the square bracket of Eq. (13} gives the 2correlaﬁ(m peak. (The triangle, whose

width is one code element T/N, is the result of the l% term, as known by Fourier transform
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theory.) The three sidelobes (on each side of the match point) are the result of the 2 cos 44, 2 cos 8¢,
2 cos 12¢ terms in Eq. (13), (for convenience, we will call these terms in |S(f)|? "pseudo-
frequencies,” though we should remember that they don’t represent frequencies of the spectrum, since
the spectrum is actually continuous); these "pseudo-frequencies” giv_f‘: impulses when transformed.

When these impulses are convolved with the triangles due to ﬁ%ﬂ , they give the triangle-shaped

sidelobes on each side of the match point. Note that the amplitudes of the cosine terms in Eq. (13) are
2, but in the transform process each cosine appears as 2 impulses whose amplitudes are 1, so that the
amplitudes of the sidelobes are 1 in this specific code. Note also that the sign of the "pseudo-
frequencies" determines the sign of the sidelobe (in this example, all the sidelobes are negative).

Note also that for thls example, the multiplication of S(f) by S*(f) caused several e™/%" terms
of the spectrum to disappear: here the ¢ #% ¢=/% and /1% terms of the spectrum disappeared after

SRl RN R0 Llagppeal, LILiv [-1 010 il LR LLILL UlaaPPalioil dlt

the muitiplication, resulting in zero level Sldelobes at the corresponding locations of the autocorrelation
function (see Fig. 2).

It is clear that the last term of the spectrum {(generally e™/*¥ = D2 and here ¢=/'2%) will never
disappear after the multiplication (since no other term can cancel it), corresponding to the fact that the -
furthest sidelobe of such code is always +1 or —1.

Clearly, these observations will hold for any phase-coded signal with unity amplitude (e.g.,
polyphase codes like Frank codes), but to any sidelobe in the autocorrelation, say of g magnitude, there
will be a corresponding 2g cos (K - 24 + 8} "pseudo-frequency" in the power spectrum. Generally g
can be bigger than 1 but for poiphodes gis required to be smaller than 1 (8 is some angle that depends
on the code}.

To show this process for even-length codes, examine the Barker code of length 4. It is known
that there are two possibilities which we designate as Barker Codes 4A and 4B.

BARKER CODE 4A

+ + + -
¢; 0 0 0 &

The autocorrelation function is shown in Fig. 3:

NOE I—%] et | S0Y

" [1 + eI it e‘f&"], (14a)

sy = L | o+
S(f)[ZNe |

sir!;’g_f\ [1 + o/ 4 i ejﬁw], (14b)
and

2
[S(AH2=S(N) §* () = [4+2005 24 — 2 cos 611;]. (15)

[4Aﬁ

Again, the autocorrelation function corresponds to the "pseudo-frequencies" of the power spec-
trum in Eq. (15); the match point is 4, the first sidelobe is +1, the second sidelobe is —1, and the
cos 4y term is missing, resulting in zero level at the corresponding point of Fig. 3 (K = 2},

Note that here, for an even length code, the signs of the "pseudo-frequencies” cos 2y, cos 6y are

opposite, which results in opposite sign sidelobes in R (r). This property is true for any even-length
(N = ) Barker code [1], that means;
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Rir)

HESULT OF

.

~
#
=
)

\i?/ —2 j1_?"9 3 2 \3/ x(%)

Fig. 3 — Autocorrelation function of Barker code 4A

o R(K) +R(IN—-K)=10 (16}
forany K =1, 2, ..., N — 1, or equivalently, in [S{/){?> we will have for any + 2 cos K2y term 2 )
corresponding F2 cos (N — K)}2¢ term, such that their signs are opposite. This alse means that

RIK = —‘;—i- = {} since the point K = 1—;— does not have an "image.” Figure 4 shows the image strucfure

of R(). Thepoint K = listhe"image" of K =N —1, K =2isthe"image" of K = N — 2, ete.

& Rin
“IMAGES" -
m - =K
0 1 2 3 N NZ N-t x(l) N
T i )
by
RIK=0)=N RiK=—1=0

Fig. 4 — Image structure of the autocorrelation function of an even-length Barker code

BARKER CODE 4B

+ + - +
¢ 0 0 =& 0O
S = [__é%l . g ‘E”;‘_‘E [1 4 e U — i e—fﬁﬂr]! (I?&} :
5 () = {- -2’%] e lé%‘?- 14 e — et 4 eise], are
and
SN2 = T jsin | 4 — 2 cos 24 + 2 cos 64;' (18)
NI @ '
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The correlation function is shown in Fig. 5. Figure 5 is "similar” to Fig. 3. But now in the power
spectrum (Eq. (18)), the 2 cos 2¢, 2 cos 6y terms hoth have changed signs when compared to Eq.

(15), so that Eq. (16} is fulfilled. This caused the sidelobes in Fig. 5 to change signs when compared to
Fig. 3.

1 Riz)
4

3
2

1

JANNEN AR AN :
—3—2V6V73 T

Fig. 5 — Autocorrelation function of Barker code 4B

Note that Eq. {16) does not hold generally for polphodes.

DEFINITION: Define a G-polphode as a polphode in which
R(K)+R*\N-K)=0. (16a)

This is actually a generalization of Eq. (16). Notice that R (K) can be a complex number in gen-
eral.

As an example, examine the generalized Barker code 4 [3]:

1 j -1
¢ 0 w/2 7 =/2

SO = [__I_ eI {EI.ILUL [1 Fje M 1 ey e—fﬁw]’ (19)
IN "
{ T l . Si..l ") r . . ) 1
S*(f) = I-TZNI el¥ —t,b_w— Il — jel — 1. it — jeJ6¢]_ (19b)
and
| (siny]’
SO = o Slg [4 + 2 sin 2¢ + 2 sin 6!,&], (20)7

corresponding to the values of the autocorrelation function:
R(K=0)=4 R(K=1)=, R{(K=2)=0, R(K=13)=

We clearly see that Eq. (16a) is fulfilled, which means that the above code is a G-polphode.

SYNTHESIS ATTEMPT

With the above analysis we now try to synthesize the Barker type autocorrelation function for
even-length (N = ) codes, Barker and G-polphode.
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Barker Code
Suppose there exists an even-length Barker code x, X3, ..., Xy. X; is either +1‘-or -1,
The autocorrelation function of the code must be as illustrated in Fig. 6.
The match point R{K = 0} = N appears. The nearest and furthest sidelobes must appear with

magnitude 1 and opposite signs (corresponding to cos 2¢ and cos (N — 1) 2¢ terms of the power spec-
trum). In Fig. 6 we plotted arbitrarily one of the two possibilities for these sidelobes. At the midpoint

R|K = Ny _ 0 as explained before. The dotted sidelobes in the figure might or might not appear.

2
But if one dotted sidelobe (say of index K) appears, there will be a corresponding "image” sidelobe (of
index N — K) with the opposite sign, as required by Eq. {16). Of course, there will be another two
sidelobes on the other side of the match point (negat_ive T}

Rit)

2w IN-1} 2y

@

FAN T V\ ,\:" e ‘
N IANTA N1V FANVANE
1

I A I LSS
nt ] v v 7 s T -
, T2 N b} ~ 14+ A L% 2

Fig. 6 — Autocorrelation function of even-length Barker codes (generally)

Now, from looking at the desired R {7} in Fig. 6, we can determine the structure of the power
spectrum: :

_{ 2} {sne) .
is(f)tz-—lwzll " ] | 21}

N

[N:t 2cos 24 + 2 cos 4 + ,,,+O’2cosi--2¢:i ... ¥ 2cos (N—2)2a{;+2cos(N-—-1)2t{;}.

must appear

The spectrum S(f) of the code is given by Eq. (10). The magnitude of S{f) must equal the
square root of the power spectrum {S{f}|* at everv point ¢ (¢ was defined in Eg. {9} and represents
the frequency variable}. Specifically, at the ¥ sampling points

=0, ¢ =u/N, & =2n/N, ..., = in/N, ..., §={N—Dn/N

A[f=0,f-—-1!T, =T, ..., f=ilT, ....f=-N;1]
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we must have:

(22)

N ‘ = VIS(N[?

b =i ==
N N

This is a necessary condition for the existence of even-length Barker codes, but might not be a
sufficient condition. Actually, Eq. (22) gives us a set of N equations that must be fulfilled.

Note that in Eq. (21):

cos2-0=cos(N—-1)2-0

fory =0 cos4-0=cos(N-2)2-0
cos6-0=cos (N—-3)2-0
etc.

cos 2 -w/N=cos (N—1)2n/N

fory=n/N cosdn/N=cos(N—2)2a/N
cos 6 /N =cos (N — 3) 2»/N
etc.

cos2-imfN=cos (N—1)2imn/N
fory = im/N cos 4 inr/N=cos (N—2)2iw/N
cos 6 imr/fN=cos(N—3) 2 in/N

etc. .
or generally: .
cos K -2 im/N =cos (N — K) 2 in/N. {23)
This means that the power spectrum at the N sampling points ¢ = in/N (i=0, 1, ..., N—1), is
(see Egs. (16), (21)): _
2
- 72 | | sin
SN2 e T . 0+0+...4+0
N 63] [4N2 [ " } [N+ + ...+ (24)
L =7
=N TN
2
i.e., the power spectrum samples at ¢ = in/N (i =10, 1, ..., N~ 1) must be some constant ¥ - I%

times (sin /)2

(the last term was interpreted as the contribution of the basic code element

i

=N
length T/N).

Now the spectrum in those N sampling points (see Eq. (10))} is:

) [ sing
so| =) (54)

=y v

[ ié _JQL"T_.. &
AL e TN L
iw

_j4il . 2.0 i
+e NP 4DV ] 25)
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Denote

i
e ¥Y=W (26}

" (this is the known basic phasor of DFT where W™= 1).
s i = [—%] {e‘”’ [%] }' ) -[1- AN AP AR ZPACR R | Sl e""‘”} Q7

I il
=N =N

and requiring (22) results in N equations:

i=0: |1=e’i¢‘+1-e”2+1*e’i¢3+...+1‘em""=y’}—‘v;=i - S 8D
P=1: ‘1 TALEE ST ACEE CF AP e”*|=ﬁ = ! (28.2)
i=2% |1 NPT LA i L NI At BN {28.3)
i=N-—1 oM ¥l B We"‘ﬁ[=\fw =t Q8N
and in matrix notation: |

[T TR | B Cach B UL-7}

1w owr W N e

Lowtoowt L W e Ifas {29}

N—1 -2 )
LA LR I

¢ YLIS

Going from Eq. (28) to Eq. {29), we had to take care of the absolute value in the left side of
{28), by placing some unknown phases a, in the right side of (29) for each element whose magnitude
should be exactly | = /N,

We can write Eq. (29} as:
4X=V 29a)

where 4 is the known DFT matrix (N x N matrix), which is nonsingular with det 4 = Q.

16
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The phasor Wis on the unit circle (see Fig. 7).

- ;
Jb
X1 £ !
Jb
X7 24 2
X3 eJ‘t';;
:K 3 =
LxN Lej¢'~

is our unknown vector, which represents the required Barker code (x, = %1, ¢, is either 0 or 7).
ZAEA
i V
Iy Vs

b=
i
I

is a vector whose

Han] V¥

‘elements have magnitude / = /N, with unknown phases «;.
COMMENTS
(1) FEquations (29) are exact necessary conditions.

(2) Equations (29) hold only for even-length codes N = 2. A similar analysis for Barker codes 5, 7,

11, and 13 shows that the spectrum samples (of the sequence) are not required to have a constant
magnitude.

IMAG ,

REAL

Fig. 7 — The basic DFT phasor ¥, on the unit circle

11
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G-polphode
A similar analysis for the G-polphode, where Eq. {16a) is fulfilled, will give us the same resuft.
For any time sidelobe R{K) there will be a corresponding R (N — X)) time sidelobe such that,
RK}+R*N—-K}=0
or equivalently: Real [R(K)] + Reat [R(N — K}l =
I R(K) — I [R(N — K=

This means that the pair of sidelobes R (X)) and R (N — K) contribute to the power spectrum:
2 Real [R(K)I {cos K - 2 — cos (N — f Q) } + 2L [IRCK)] [sin K - 2 + sin (N -~ E)2ul,

& ahwhs 2N RSN S pd VAR £ il 4w

This contribution of the pair goes to zero for the N sampling points ¢ = i [ N, since

odm _ Ky i
cos K 2N cos(j\{'. K)?_‘N

SiﬁK '2%=_S§H(N,_K)2% (30}
thus resulting in
| s(Hi “I%[Sin ]2 We040404. +0l
vy i T |

as before.

. 8o Eags. (29) and (29a} hold also for G-polphodes, but the code elements can be any complex
number with unity magnitude {x;| =

Thus, from now on we can proceed with a a sequence of numbers X, (real for Barker and complex
for G-potphode) which when DFT transformed {Eq. (29)}, gwes a vector with constant magnitude ele~
ments [ = /N,

We will examine first Barker codes.

BARKER CODE STRUCTURE AND PROPERTIES

To derive several properties of an even- Iength Barker code (if it exists), we write the mapping Eq
{29} in a convenient form:

1‘x1+1-x2+1-x3+1-x4+..4'.+1-xN=I& ' aL.n
1'JC1+W'X2+W2'X3+ WJ'X4+;,,+ Wqu’xN=f& (31.2}
1-x1+W2-x2+W4-x3+W’é-x4+...+WN“2-xN=f& {31.3}

12
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1 CXT 1 ‘x2+1 T X3 T 1 ‘X4+...“ i T Xy = 1_/'0’.1\!/24_1 (3IN/2+1)
1 Xy + WN_2'. x2+ .WN_4 © X3 + WN_6 . JC4+ . W2 CXy = [!aN_l (31N‘1)
1oxy+ WVl oxa+ W2 x4+ WV x4+ Wy = oy (G1.N)

From Eq. (31.1). since x; is real (x 1), a; must be 0 or #r, so that:
xi+x;+ x5+ ...+ xy=tf
ie.,

number of pluses — number of minuses = =/, (32)

But since their sum is N = #; then:

. P+1 , -1
CASE 1: if number of pluses = 3 then number of minuses = N

(e.g., Barkers + + — + and + + + —)

2 2
-1'2—1 then number of minuses = ! ; !

CASE 2: if number of pluses

{e.g., Barkers + ~ -~ —and — + — — )
For simplicity we’ll discuss only Case 1 in the following few paragraphs {Case 2 is the "opposite" case).

Note that the difference between the number of pluses and minuses gets larger as the code length
increases, which is not the case in PN binary seguences.

From Eq. (31.N/2+1): again ay/;yy must be 0 or 7, and :

Xp—Xg+x3— x4+ ...+ xy_y— xy= =1 (33)

0Odd pluses and even minuses contribute positive numbers in Eq. {33}, while even pluses and odd
minuses contribute negative numbers.

Denote:
m = number of odd pluses, then & 2 L_ m = number of even pluses
n = number of odd minuses, then 22— - n = number of even minuses
From Eq. (33):
m -+ IZ;I—n]— [2;!— tn ==/

2{m—n)—1==xl

13
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We have two possibilities:

2
(A m=nbutsincem + n = L {number of all the odd elements), we get:

2
2
number of odd p!uses = pumber of odd minuses = IT €34.1)
{e.z., Barker—i— + - 4+
(B} m — n = I, this implies similarly that: -
L s . 2 ‘ . ' LT
number of even piuses = number of even minuses = % {34.2) -

(e.g., Batker + + + —)

From Egs. (31.2) and (31.N): each wélght of the reat code elements {x; = 1) in Eq. (31.2) is the S
complex conjugate of the corresponding weight in (31.N), e.g., W*= W”“ (s = WN2 etc, so e
that EL_ must be the complex conjugate of i&, or; - ‘ ‘

alv = 3. . - ' : {35:1}

Similarly: . :
Epy_1 = —k3 . _ , {35.2) ; m
Qy_2= —y4 . ’ {353}

o N2 + 2 = Ty ’ (35.4}

These equations say that for real codes, Egs. (29} take the form:
X, e
Has

. 110
N N (61

e s
| If—as H

14 e
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From Egs. (31.1) and (31.N/2+1): by adding and subtracting, we get (taking into account Eq.
(36)):

n

v
2+ x3+ x5+ x7+ ...+ xy_g) =or (37a)
i
{
2(xy + Xetxgt+txg+ ...+ XN) = or (37b)
0

which are another form of Eq. (34).

Further properties of Barker codes can be derived if one can follow the requirements logically. As
an example, consider the (N/4+1) which is a member of Eq. 31, and its conjugate. With property (36)
in mind (note that these two equations give £ 90° shift in the weight from each code element to
another), we get:

Loxj—jxg— x5+ jxg+1-xs—jxg—1 x4+ jxzg+...=1/8, (38.1)

“and
1oxi+ =1 x3—jxg+ 1 x5+ jxg—1-x3—Jjxg+... =1[—8. (38.2)

By adding and subtracting we get

2(x1—x3 + X5— X7 + X9—xn + X13— X15 "‘: ...) == 1& + t£ "'"é , (39.1)
and
2j(—.x2+ X4 X +x3-—x10 -f-x12-x14 +X15—'..._) = I[E"‘ I/—B y (392)
or
(= x3+ x5~x74 ...)=1cos B, (40.1)
and
(—x2+x4—x6+x,-—...)=IsinB. (40.2)

Equations (40) can be fulfilled simultanously for a few possibilities of the angle 8, since their left
side is an integer (with plus or minus sign). Actually, if /3£ 5p (not multiple of 5), the only values for
B are 0, £ 90°, + 180°, which result in an integer on the right side of Egs. (40.1) and (40.2). If
[ =5p (multiple of 5), there are other possibilities to get an integer in the right side, since
cos B = 3/5 or cos B = 4/5 results in sin 8 = 4/5 or sin B = 3/5, which means we have another "fam-
ily" of possibilities that can fulfill Egs. (40). Actually, they are all the possible combinations of + 3/5,
+ 4/5 for the cos B, sin B,0f Egs. (40).

Anather imnortant ahservatinn ie derived hv addino all the aanatinme nf (11} Th
Anainer imaoriant onpservalion IS genved by aggin g ail the gquatiens of (2i) &

(
{ 1
side, all the code elements, except x;, will cancel (because the weights are uniformly distributed pha-
sors in the unity circie of the complex plane), resulting in:

llesiﬁ'i"&‘f'[&'l‘... +laN,

15
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and since we can assume x; = 1,

P=1f0+Ilja+ Yas+... + ifSorm+ ... +lf—ay+ lf—a;, (41

which means that ait the 2 phasors in the right side of {31} or (36), whose magnitudes are /, and which
appear in pairs of complex conjugates, must sum to 2. This means also that one pessible choice of the

- phasor’s vector in the right side of (31) is the code itself X times L In such a case, the right side of

(31) is: _
- bep+ b+ ... hy=Hxi+xa+...txy)=1i=F {42}
as required by (41).

All the above properties ((31) through (42)) can be utilized to reduce the search for even-length
Barker codes. . . ‘

PHYSICAL INTERPRETATION FOR BARKER CODES

- We can examine now the physical meaning of Eq. (36}, as illustrated in Fig. 8. We need to input
the real code x, {1} to a DFT system, such that we get a constant amplitude /in the output, while the
phases of the output must fulfill some constraints.

XT_.—’ DFT ——>! LU_
) (L —— (N = £2 o ¢ [ a2
POINTS) >la3

Xn——>1 .

MAG.

TIME DOMAIN FREQUENCY DOMAIN
Fig. 8 — Physical meaning of Eq. (36}: the DFT of the real sequence X, gives constant magnitude phasors

16
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Now we’ll see how the Barker codes for N = 4 (/ = 2) are derived by the above analysis (see Fig.

9).
Wme—jZW/N___e—er/'#m—j
11 1 1 11 11
1w w2w 1 —j-1
1w2uytws| = |1-1 1-1[
|1 W we W I /-1 =
We need:
[.T b 1
1 L
X3 2&
4 X3 = 2/mor @
X4 2/ —a
L L | R S— J

We see from Fig. 9 that C; only can create the dc-frequency term 2 /0, C, only can create the
fundamental frequency 2 /«, etc. Thus the required code Cis a linear combination of Cy, C3, C;, Cy
( in the time domain), If we can find a code C all of whose elements are of unity magnitude, then it is
the required code (note that C, has two possibilities).

Cy: 172 1/2 1/2 1/2

Cy: V2/ja | —j-12[a | =112/« | +j-12/[a

Cy @[ 12 ~1/2 1/2 -1/2
®| -12 1/2 —1/2 1/2

Cy: /2 /e | ~j Y2 [=a | ~1 /2 [a | +j-1/2/—a

C X, X, X; Xy

We have only one parameter (o)} to choose in order to have the required code, all of whose elements
must have unity magnitude. We see that if C3(4) is examined, o must be +90° or —90° (from the first
column, in order to have x; = 1), so the code is:

C:x=1,x=1,x3=1, xy=—1fora= 90°

C:x=1,x=-1,x3=1, x4= lfora=-90°
and if C'3 is examined, o must be 0° or 180°:
C: x1=1,x2w1,x3=—1,x4=1f0ra= 0°

C:xy=-1, %=1 x3=1, x4=1fora=180"

All the above codes C are iegitimaie Baker codes which fulfill all the requirements. Here for N =
4, we had only parameter o to choose, but when N is large, we have many parameters to choose, such
that all the elements in C will add up to unity.

A pictorial interpretation of the requirement established by (36) is illustrated in Fig. 10 (only for
Barker codes) for three elements of the vector matrix described by that equation.

17
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Ky ] Foonmi- 2400

DFT 2&4
Xe——wm1 14 pOINTS) —w-2l2

o T—— L ZHORn

%4 —w 2l

THE REQUIRED CODE

iMAG

FUNDAMENTAL TERM

e -5

#ig

FREQUENCY -

TIME SAMPLES ] SAMPLES e
BE TERM ‘ e

S 2f .

/!

ﬁ [Sons
% o 50 ‘ y

2&:” [RpT—

Cy % : CL

N

Fig. 9§ — Derivation of Barker code 4 by physical interpretation

what
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2
! pLuses
-b:-l:——————j———hq____’ REAL
B mat moe e o
N
~ 2

21
# OF MINUSES IS ‘2—

Fig. 10 ~ Pictorial interpretaticn of Eq. (36)

LINEAR ALGEBRA POINT OF VIEW

We now analyze our problem for either Barker codes or G-polphodes. Equation (29), which is &
necessary condition for both of them, can be written as:

| |1 e
I Ja 1 /ey

1/ay lﬂj
or.

1 e
1 /g

Uew|
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Define:

B = -if—A 43)

which is a modified DFT matrix {each element in 4 is divided by /in order to get B

Then:
BX=1% {44)

where Y is the vector:
L/
1/

Y= . {44a)

1 [en|
Equation (44) requires the code vector X to map to vector ¥ (unity magnitude elements} through
the modified DFT matrix B.

This can happen in two ways:

1. The vector Yis some scalar A (might be complex) times X. Then:
BX =X (45}

We will call this case an eigenvector mapping code (we have mentioned this possibility for Barker
codes after (41))

2. Y=rX - (46}
We will call this case a noneigenvector mapping code.

In order to investigate the eigenvector mapping case, we will use some properties of the matrix B
{over the compiex field}).

Writing (44) in detaii, we get:

[ S T |

i i ! 1

T v W et X, [ ¥,
i1 I

1w W e 2 %
T T T T X3 Yy

1 @7
1 W2 WN"“ W2 XN—1 Yy
T " v | (|
1 Nl g W
i i ! ! i
where {x| =1, |K|=1 i=1,2, ..., N

uuuu
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PROPERTIES OF B

a. The columns {or rows) of B are orthonormal:

0 =
WTEH=1{] ‘T

7 (48)

where ¥, denotes the M column vector (note that this is the definition over the complex field, as a gen-
eralization of orthonormality over the real field).

b. Bis symmetric:

Also, its rows (except the first and (N/2 + 1)th) are pairs of compiex conjugates, e.g., the N row
is the complex conjugate of the 2" row, the (N — 1) row is the complex conjugate of the 3% row, etc.

c. Bis a unitary matrix (this is the complex generalization of an orthogonal matrix over the real
field, where A is an orthogonal matrix if 447 = ), which is defined by:

B(B*)T=1, (50
or equivalently: .
Bl = (BT, 3 (50a)
and in our case, due to {49) _
B!=p* (51)
From (47), (5D):
=581 (52)
d. [det B{=1 (53)

for any unitary matrix (see [4], p. 112), which means that B is a nonsingular matrix of rank N,

e. All the N eigenvalues of B (as a unitary. matrix) are of unity magnitude (see [4] p. 155, prob.
22),

=1 i=1,2 ..., N (54)

It can be verified that in our case, at least A, = 1, A, = —1 are eigenvalues of B, possibly with
some multiplicity. To show this:

1 1 1 1

- A 7 -

{ L ¢ i

1 w_

T T

1 2 wt
oy —_— —_ - X ...

{ ! {

EEPVIERE . (55)

1 WN—I WN-—2 W

/ ! T
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o _ E}T"Aglding all the rows of (55) to the last row we get:

1 1 1
TTMT U

B —aIl=} ‘ : (56)
I—A —h ...=A

This last determinant is zero for Ay = 1 and A, = —1 (since for both of them we get two propor-
tional rows in the determinant).

f. B, as a unitary matrix, maps any vector X to vector ¥, such that their energies are the same
{mathematicians call this property presetrvation of length) ie.:
L+ LG+ v Xy=1 L+
2 ¥ +...+ ¥y ¥y. 31

Note, however, that if Ix;| = I (unity magnitude code) ¥, generally are not necessarily of unity
magnitude. Our problem is to find that |x;| = 1 that will map to | ¥;l = 1, and, of course, it is possibie
from an energy point of view.

As an example, check the case { =2 (¥ = 4):

1 1 1 1 :

2z 2 2 2

Y =i =t j} -

2 2 2 2 .
F=i1 _1 1 _1}

2 2 2 .2

Y i =1 =

2 2 2 2

- If the code is an eigenvector of B, then, BX = A X
The eigenvalues are, Ay = +1, Ay = +1, ha=—1, hgy=—J

50 that:
det (B—~all=O -1 G- G+1G+ ). {58}

Note that indeed |A;} = 1 and |det B} = |j} = 1 (when substituting » = ¢ in (58)).

The eigenvectors are:

1. for Xy = Ay = 1 we have two eigenvectors:

(B-—DY=0~
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| 1

1 0
.ﬂ=.4 and ¥, = e
Tl

¥, is a Barker code, while V; is not. Actually, any linear combination of J, and V2 that has
constant amplitude is also a good solution (in our case only ¥, and — 1}, are Barker codes).‘

2. fOl'A3=—'1,
[oo 0 0 ]
21 0 i
1 j =1 ~j+2
-1
1
Ys=14]
1

V; is the eigenvector Barker code (of course, — V3 is also a good solution).

3. for A.4 = _j,

B+ V=0~

[=Y-=FTr N
=
]
e

oTY=Y=)
oo —

e et () (2 o

0
1
Y= ol
~1

The eigenvector ¥, is not a Barker code. Now we will prove that for the eigenvector mapping
BX = M X, only A = +1, A = —1 can give us a legitimate Barker code or G-polphode (where | X;| = 1).

For an eigenvector mapping we require

11 L 1

I I i1 -

1 W w? N 1

T T *2 *2

1 w? wt *3 *3

{ ! ! = X\

. ' (59)
XN Xy

1 -1 N2 :

! / / |
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From the first row:
7 (Xl +XZ+...+XN)=}£X].

From summing all the Egs. in (59) we get:

(lixl-I—lxl-f-...+ix1)+0'x2+0-x3+...+0=x~=1\(xl+x2+...+xN).

l {

From (60) and (61):

1
!2 71‘1 A .\bti,

ar
X ==R X1.
1 1

Equation (62a) can be fulfilled only if:

a. x; = 0, which will not give a Barker code or G-polphode {requires {x;| = 1),

b. al=1or,
_ A=+ 1,
which might give a Barker code or a G-polphode.

Thus, an eigenvector code can be achieved only for the sigenvalues A = + 1.

(60}

{61}

(62)

(62a)

{63

The other complex eigenvalues |x;| = 1 will not give a desired code {we saw it in the example for
t = 2, where hy = —j did not give a Barker code, and, indeed, the first element of the a}genvector ¥,

was x; = 0).

Now we prove that an eigenvector mapping does not have a solution for a Barker code

{x;= + 1) for I > 2.

IfF X = (xy, x5 ..., xy}7is real then the eigenvector possibilities are:
forx=1 BY=1"-Xand,
fora=-1 BY=~1-X

Before proceeding with the proof, it will help to observe the case { = 2.

a. BX=1-X nges the eigenvector Barker codes
= +-4T
V= —+-)T

b. BX = —1 - X gives the eigenvector Barker codes
Vo=(—++4H7
V=G —— T

(64a)

(64b)

But note that ¥;= (+ — + +)7T and —¥; = {— + — —}7 are not eigenvectors of B, though they

are Barker codes, which are obviously "symmetrical" to the above ¥V, and — ¥,. For example,

24
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1111
2 2 2 2
114 ] [
2 2 2 2] |1 J
BH=l 1o A T p
2 2 2 2 1| |-
1y 1 =
2 22 2

Yy is not an eigenvector though it is a Barker code. Similarly, ¥y= (+++-)7 and
— V4= (— — — +)7T (which are symmetrical to the above ¥, and — ;) are Barker codes but not eigen-
vectors of B. This happens because of the general requirement that a real eigenvector must obey the

following structure (for A = x1):

X1 'xl
X2 X2
X3 X3
Bl |=xr{ | (65)
XN—1 x*
Xy x*z

This was explained in Eq. (36) and Fig. 10, for a real code X. But if x, is real (£1), then x; = x|,
so that Eq. (65) requires:
Xy = X = X3,
Xy—-1= xs. = X3

{66)

Xy_p = X4 = X4, efc.

We see that ¥, =V, ¥,, —V¥, above fulfill this requirement {x; = x,), and therefore can be real
eigenvectors. On the other hand, V3, —¥;, Vi —¥, do not fulfill (66} (since x4 = —x,), and there-
fore cannot be eigenvectors.

Now to proceed with the proof, the next candidate for our problem is / = 4 (N = 16).
According to the above analysis, for the real eigenvector mapping, the code structure must futfill

Eq. (66). Thus, the eigenvector code must be:

CODE: X X3 X3 X4 X5 Xg v Xg X5 X4 X3 X3
ELEMENT NO. 1 2 3 4 5 6 ... N4 N3 N2 N1 N

where X, is either 1 or —1 (note that the above V1, —¥1, ¥2, — V2, tulfill this structure).

To show that this is impossible for { > 2, we return to the time domain autocorrelation process
by steps.

FIRST STEP

X5 X4 X3 X
X1 Xz X3
X, xpcan be +1, so that R(IN — 1) = 1,
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SECOND STEP

.o Xg Xg X3 X2
Xy X3 X3 X4 X5...
R(N—2)=x2’x2+x1-x3=1+x1’x3.

Since R (K} is allowed to be 0 or £1, it follows that x; = —x;

THIRD STEP
e Xg X3 Xy —Xx X3
X1 X3 —Xi Xg Xs5...
RN—-3) = X3 {X4 - 21,'2} so that x4 = X2
FORTH STEP

. Xg Xg X3 Xy X
X1

No x;, X5 (which are £ 1) can give the desired autocorrelation function (0 or +1), thus proving that no
real eigenvector code exists for § > 2.

By now, we see that the remaining possibilities 10 meet:
BX=Y {68}
l=1, Inl=1

are:l

1. Barker code (real), x, = =1

[ x, Y,
X3 Y,
X3 Yy
gl 1=} 1. (68.1)
Xn—1 Y;
w | |Y

where ¥ = A X (not an eigenvector) for / > 2. This possibility has to meet properties (32} through
(40},
2. G-polphode:

a. B X= + 1 Xeigenvector mapping. (See the appendix for further properties in this case.) (68.2)

b. noneigenvector mapping, ¥ #= i, X.

As an example of possibility 2.b, consider the specific polphodes that are given by the generaiized
Barker codes [3]. These are derived from a "father” Barker code Xy by:

X = (—’Ci} 5 ej(i—l)&) {69}

where # is some angle 27/ P {Pis an integer).
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It is actually the addition to each element (x;) g, of a progressing phase step (@ can be further gen-
eralized). This modification does not change the envelope of the autocorrelation function.

Thus, all the codes defined by (69) form polphodes, some of them are G-polphodes.

Examples for N = 4:

1 1
I} ¢=s0° 7
=| 4= L=
-1 J
(11 11
2 2 2 2
1 =i =1 Jh! J
2 2 2 2 J 1
BX=11 1 a1 al|-1|~ |~
272 272} ;
1 J _1 =
2 2 T2 2]

We see that X is not an. eigenvector, but it is a G-polphode since; R(3) = j, R(1) =, as
required by (16a). .

2.
1 1
1] o~v0° J
Xp=|_4|=> &=,
1 =J
1 1
J 1
Bx=8 =14l
X is not an eigenvector, but it is a G-polphode since, R(3) = j, R(1) = —j.
3. i 1 I
1] o=4a5° _ 1 /45°
Lp=| 1| == X=|1 s90°
-1 1 /—45
[
1 1 1 1 1. 1. d
7 7 ) . ) + 2 J 4+ cos 45
1 =yl o JL 1y
7 3 T ) 1(45 3 21+sm45‘1
BX=11 1 1 e =y o1 J- (70)
- —= = —= -+ = j~cos45
2 2 2 2N /—45 2 2
2 272 2] 2 2
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X is a polphode, but not a G-polphode since the autocorrelation funtion s,
R(@® =4, R(1)=1/45° R(2) =0, R(3) =1 /45", and R{1}) + R*(3) = 0, in contrast to Eq

{16a). Note also that the right side of Bag. {70) does not have constant amplitude elements. This last

T22% LGt RiL Ll LS LTy 110N 4G SAAZASRARY SRiapriil ety Siatwiiadilaiicre A ARAD ARAMEL

example shows that there might be polphodes that are not G-polphodes, thus our analysis does not
cover them.

At this point, we review our results as shown in Fig. 11. A question mark denotes codes that
were nof investigaled in this paper.

CODES

/

? BARKER TYPE AUTOCORRELATION FUNCTION

/ 2\

REAL {BARKER} POLPHODES
izt e =t
Q0D LENGTH EVEN LENGTH ODD LENGTH - EVEN LENGTH
BARKERS ? / . \
3,57 1,13
Ne2 NefZ N2 ne g2 N=g2
{+-] IMPOSSIBLE 2
-+
N:d 252 G-POLPHODES NOT G-POLPHODES
£=2 BX= Yot AY 7
[++-+} NON-EIGENVECTOR.
PROPERTIES BX:tieX BX=¥Y#LX

+4 4= =
[+++-] ts21 TRoveH 1401 EIGENVECTOR GODE  NOM-EISENVECTOR

122y cooe
142,
oy
Lia,
tia,
tlag
I

N\

Z-TRANSFORM INTERPRETATION

Further insight into the problem of generating a code is achieved by using the Z-transform. Basi-

cally, we need a sequence x{lxi=1, i=1,2, ..., N, where N = £) such that its DFT will have
constant magnitude.

. N
The DFT of a sequence is given by N samp

are uniformiy distributed on the unity circle o
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Z PLANE

]‘x SAMPLING POINTS.
a/z________.— SAMPLING POINT

;(
N

Fig. 12 — The DFT of a sequence is given by N sampling points (uniformly
distributed on the unity circle) of the Z-transform

The Z-transform of the sequence x;, x3, ..., Xy is:
X(Z)=x;+ 27V + 03272+ ...+ xyZ~ V-0 (71)
X1 ZN-I + X2 ZN_2 + X3 ZN—3 + ...+ Xn—1 Z + XN
= - ZN~1 T .
Then:
[DFT of x;] = X(Z) = X(K) (72)
zl— wk
where W = ¢ /27/N K =0,1,...., N—1,

We see in (71), that X(Z) has N — 1 poles at the origin (Z = 0), and ¥ — 1 zeroes that depend
on the sequence x;.

If the x;’s are real (+1), the roots of the polynomial in (71) are either real or compiex conjugates
in pairs.

Since N is even, N — 1 is odd, so that out of the N — 1 zeroes of X{(Z) there will be an even
number of complex conjugate zeroes and an odd number of real zeroes.

Thus X{(Z) for a real sequence x; can be factored to the form:

1

NN—I

X(2) = (Z-ZNZ-ZY)(Z~23) ... (Z—ZP)(Z~2Z%..(Z—Z)(Z~ Z3)(73)

p— Sy -
W g “

odd number of real zeroes pairs of complex conjugate zeroes
Since we are interested in the magnitude of the DFT of the sequence at Z = WX = ¢ /27kK/¥

where K =0, ..., N — 1, we can ignore the (N — 1) poles at the origin (they do not affect the magni-
tude of X(K)).
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As an example, examine a Barker code of length 4

x3=1 x3=1 X3='—1 x4=1

X(Zy=1+Z1-2Z2%4+ 7273 =

P+ 7P —-Z+1 (Z - Z)Z — Z){Z — Z3)
= - = . (T8
Carrying out the factorization we get:

Zy~—184, Z, = 042+ j0.6, Z,~ 042 — j0.6=2Z

bk

;%
L3

Those values are calculated approximately for the sake of illustration (see Fig. 13).

8

ZPLANE
/(m
e
c lag | A

B i) \)

z3

2

Fig. 13 — Poles and zeroes of the Ztransform for Barker code 4.
A, B, C, D are sampling points of the Z-transform.

The sampling points of X(Z) are A, B, C, D, When X(Z) is evaluated at those points, we get
the DFT X (X)) of the sequence.

As a geometrical interpretation, we see that the exact values of Z,, Z;, Z; present an exact "sym-
metry” towards the sampling points A, B, C, D, in the sense that the product of the magnitudes of the
three phasors (from the sampling point to the zeroes Z;, Z,, Z;) gives exactly the value 2, for each
sampling point. In Fig. 13, we sketched the three phasors for the sampling point B,

For point B:

[ —ZY) (= Z) G— Z} = lag) - lagl - lasl = 2. (75.1)
For point A:

[{(1-zZ)(1-Z) a-2zZpl=2, 5.2

and similarly for points € and D.

This property (75) is evident when looking at the Z transform:
X(ZY=14+Z1—-Z22+ 77, (76}

and substituting directly the sampling points A, B, C, D. But from a geometric point of view, it is a
rare combination of the zeroes of X{Z), that present such a "nice” symmetry.
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Notice, however, that these specific zeroes of Barker code 4 (Z,, Z,, Z3) do not present the
above symmetry towards any number of uniformly distributed sampling points on the unity circle. For
example, for eight uniformly distributed sampling points, one of them will be Z = ¢//4, and substitut-
ing it in (76):

|X(Z = e/™/%)| =11 + /"4 —gmiml2 4 o=13nl4] £ 2

which means that these specific zeroes of Barker code 4 cannot be "used" for generating higher length
codes.

Of course, the same analysis holds for a complex sequence |x;) = 1, except that the N — 1 zeroes
of X(Z) will not be in conjugate pairs. But again for a G-polphode, these N — 1 zeroes of X(Z) are
required to present the above "symmetry" towards the N sampling points Z = WX,

One might suspect that some uniform distribution of the zeroes of X(Z) will give the desired
symmetry. ' A moment of reflection shows that it is impossible since we have N — 1 zeroes of X(Z)
and N sampling points. '

This means that if there is a solution, the zeroes of X(Z) will be distributed on the Z plane in
some "rare"” combination (and, of course, not on the unity circle).

Beyond the above "symmetry" these N — 1 zeroes of X (Z) must fulfill other requirements.

Suppose we found some "symmetric” structure (in the above sense) of the zeroes, Z;, Z,, ...,
Zy-1-

Then:
(Z-2Z)(2Z-2)...(Z— 2y X ZNN 4 X, Z¥ 24+ 4+ X
X(2) = ‘ e vy) Ko i N a7y
X(2) Z¥1 =(-2Z) (-2Z;) ... =Zy_|) = Xy : (78)
Z=10
i.e;
12y Zy- oo Zygl =1, (18.1)

which means that some of the zeroes are outside the unity circle while the others are inside, such that
their product has unity magnitude,

Another point to mention is that the necessary condition is "similar" to designing an exact all pass'
discrete filter whose finite impuise response is #(n) = {x,x;, ..., x,}, where |x;| = L.

In Ref. §, it is shown that an all-pass discrete filter has a Z transform that factors to terms of the
form:

1-g7! z1
H(Z) = ————"F—,
! 1—a 2!
where 0 < @ < 1 {a is real), such that the pole and the zero in (79) give a constant amplitude for
every frequency. This is actually more than we need, since our requirement is to have constant ampli-
tude /only in the N sampling points of X(Z). But, of course, in our problem, since we have a finite

length, we don’t have poles of X(Z) (except those in the origin), and we cannot get terms of the form
(79).

(79)
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FINAL COMMENTS

1. It is interesting to note that Frank codes of even length meet the requirements of constant
amplitude DFT, and R{K) + R*(¥ — K) = 0, but siill they don’t form G-polphodes. For exampie,
the Frank code of length ¥ = 16 is:

¢, {deg}: O, 0,90 { 0, 90, 180, =90, | 0, 180, 0, 180, | 0, —90, 186, 90 | {80}
1 in '} i) '
A o L:W
1 /0
1 /o 1 /-90
i & -W
T L0
/%0 W
1y a2 A (81)
Bt /~90|= w’
1 jo | frp
1 /180 -W
1o 1 /=%
1 /180 W
1| e
1 /90| —-w?
1 /180 1 /90
1 /90 -
[ [ iy ]
where W = ¢ /2/16 = 1/-22.5°
Also, it is easy to verify that R(X) + R*(N — K) = 0, but clearly some time sidelobes of the

Frank code are bigger than unity magnitude.

This provides evidence again that our analysis gave necessary conditions, but not sufficient ones.
‘Therefore, we have to search for the solution.

Note also that Barker 4 codes are actually a special case of Frank codes. The analysis can help in
searching for structures of either the code sequence x;, or the distribution of the zeroes of X{Z).

2. An issue to be further investigated: Is it possible to approximaie the requirement of constant
amplitude DFT of the sequence, and thus approach the "Barker level” of the autocorrelation function?
At least intuitively we might think that a constant amplitude DFT is a "good property.”

The motivation for the analysis was to find a finite length code with Barker type autocorrelation
function beyond the known ones. Though no specific code was found, the analysis derived necessary
requirements for even-length Barker codes and G-polphodes. These requirements can reduce the
search problem for the above codes.

The different points of view presented here {time domain, DFT of sequences, the Z-transform
geometrical interpretation, linear algebra) might also suggest structures and properties of good codes,
which only approach the Barker level in the autocorrelation function.

32



NRL REPORT 38586

ACKNOWLEDGMENT

I thank B. Lewis and F. Kretschmer for their strong support in doing the study.

REFERENCES

1. C. Cook and Bernfeld, Radar Signals, Academic Press, New York, London, 1967, p. 245.

2. R. Turyn, "On Barker Codes of Even Length," Proc. IRE (Correspondence), 51, 1963, p. 1256.

3. 8. Golomb and R. Scholtz, "Generalized Barker Sequences,” IEEE Transactions on Information
Theory, IT-11, No. 4, Oct. 1965.

4, I;étynes, Theory and Problems of Matrices, Schaum’s Outline Series, McGraw-Hill, New York,

5.

A. Oppenheim and R. Schafer, Digital Signal Processing, Prentice-Hall, Inc., Englewood Cliffs, NJ,
1975,

33



Appendix
FURTHER PROPERTIES OF AN EIGENVECTOR G-POLPHODE

We have seen that an eigenvector G-polphode must fulfilt Eq. (68.2) of the text:

BY=+1-X% (AD
Let X,, X, be eigenvectors of H, which correspond io A = +1, A = —1, respectiveiy.

BX, = X, (also B*X, = X,)’ | (a.2.1)

BX, = X, (also B*Y, = —X,) (A.2.2)
From (A.2.1), multiplying both sides by B

BBX, = BY;> BX, = X,. (A3)
Similarly, from (A.2.2):

BBX, = —BX,»> B X, = X,. (A.4)

i.e., X, and X, are also eigenvectors of B? both correspond to the eigenvalue A = I of BZ

The matrix B? (N x N matrix) is:

1000 80
0000Q 81
00O00O 10
B={ . {A.5)
6001 --- 0
go0to --- 0
01060 0]

The matrix B? has N eigenvalues; some of them are x = 1, and the others are A = —1 (by the
way, the eigenvalues A = +1 of B map to the eigenvalue A = 1 of BY),

From (A.3), (A.5):

X, [X; X,
X; Xyt X;
Xy Xy_z X4
Bx,=B{ |={ {|=X={ | (A.6)
Xn—z X, Xy-2
Xﬁ_i X} XNFI
Xx 28! Xy |
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ie.,:
XN = Xz, XN—I = X;, XN_Q = X4, etc. (A?l)

The same analysis holds for X, so that if a G-polphode eigenvector exists, it must have the struc-
ture:

1 fo 1/B:
1 /ay 1/8,
1 fas 1/8;
1 fag 1/B4

£ =| (K= | (A.7.2)
=1 fenp] = 1 /Bxpn
1 oy 184
1 /ey 1/B;
Ve | 1/8; |
Now from {A.2.1} (by conjugating) we get
B Xu=X% (A.8)
BB* X%, = BX, = BX, = X3, (A.9)
and similarly,
BXY = —X%. (A.10)

Equations {A.2.1) and (A.9) mean that if X, is an eigenvector of B (for A = 1), then X?% is also
an eigenvector of B {also for A = 1). If X, is reai, then X% = X, (they are identicai).

But we look for an eigenvector code X, (in which |X;| = 1). We have seen in the text, that such

an X, cannot be real for [ > 2. So X,, il it exists, is a polyphase code. Therefore, X% is another
(linearly independent to X,) eigenvector code.

Similarly, if X} is an eigenvector code (for A = —1), then X% is another (linearly independent)
eigenvector code.

Tr crisemariza tha aloansrantae N Aag
LU UG LILG, LD CLEVILYOULLUL LI-PuUlpLgl
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[

1 /oy Ve 1 /= 1 /=a,
1 Jay 1 Jay t /e t f~ay
1& }.@ 1 f‘*a:; 1 —3

,BXt =81 ~1 (A11}

BX,= B
1 /—anma 1 /—anmat

I ,{“N/!H | I ,{ﬂ!;vgzﬂ

1& I& H !“!IJ i !—a;
1&!’_2 _ 1 Az ] i —&y ] Ii"ﬁ“ ]

/81 18 - s 1 /=8,
g | (1B /=8 L /=8,
1 /8s /8 - hess 1 /=B

(A.12)

i
Sy

BY,=B| - . BY*
=t 1 /Bria 1 /Brpa) =°

1 /~Bups I f~Bypal

I8 1/8; 1/=Bs L/~By
1 /Ba 1/Bs 1 /=B 1 /=B

Note that in {A.11), and similarly in (A.12), out of the N equations for X,, we have N/2 — 1
redundant equations which can be erased; the last equation is identical to the second, the (¥ — 1hth
equation is identical (o the third, etc. Thus, if we erase the fast N/2Z — 1 equations, we are ieft with
N/2 + 1 equations {some of them are also redundant) that shouid be solved parametricaily for ay, a;,

(23 (RN : J.77 5 % aN,"2+I'

Since we have parametric relations for the a,’s, we have to choose some of them such that we get
the desired autocorrelation function. This again is a search problem.

Applying the above analysis for N = 16 we get:
BX, = &,

gg‘"=}n&11@1@1@1@1@1@1@1@1&1&}@1&;@1@
U /el
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After solving the N/2 + 1 = 9 equations, we get the parametric relations:
(1 /az+ 1 /as+ 1 fasl=1/2[1 fa; + 1 /agl,
(1 fag+ 1 [fag+ 1 [ag+ 1 [ag]l =[1 fo, ~ 1 fasl,
[ fay = 1 fas~ 1 fag + 1 fag = 1l fay = 1 fa] - s (A.13)
and
1 — cos 27/16)

[1 [y =1 [agl =1 fay = 1 [as] - < 5

Since the conjugate code X* is also an eigenvector (also for A = 1}, we must have the above four
relations when 1 & is replaced by ! /—a;. Adding and subtracting equations in the above eight rela-
tions (complex) gives eight real relations (with cos «; and sin ;).

For example, the first equation of (A.13) together with the corresponding one (with 1 /—a;)
result in:

oS a3 + €05 a5 + cos a7 = 1/2 (cos a; + cos ag),
and

sin a3 + sin as = sin a7 = 1/2 (sin a; + sin ay).

A code (of length 16) that satisfies the eight relations is a candidate for eigenvector G-poiphode
(has to be verified in the time domain).

Note also that if the structure (A.11) is a G-polphode, it is required that for any length N:
27/3 € (a3 — ay) € 4a/3,
since the second step of the autocorrelation process gives:
RIN=-2)=1/0+ l/ay — ay,
and its magnitude must be smaller than or equal to one.
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